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Abstract

Most energy-economy policy models offered to patieikers are deficient in terms of at least onesohihological
explicitness, microeconomic realism, or macroecaoarnmpleteness. We herein describe CIMS, a moldiehw
starts with the technological explicitness of tHeottom-up” approach and adds the microeconomic issaland
macroeconomic completeness of the “top-down” CGRraach. This paper demonstrates CIMS’ direct wtifibr
policy analysis, and also how it can be used téebetstimate the long run capital-for-energy sulogiton elasticity
(ESUB) and autonomous energy efficiency index (AEEdhnology parameters used in top-down models. By
running CIMS under several possible energy priderks and observing their effects on capital andrgy input
shares and energy consumption, we estimate an sgomede ESUB of 0.26 and an AEEI of 0.57%, with
significant sectoral differences for both paramster

1. Introduction

Policy makers need to forecast the responses a@fidrses and consumers to policy signals meanflteice the
uptake of more environmentally benign energy supptg demand technologies. Two types of policy nedel
attempt to provide this service. Conventional hottop models describe current and prospective téobm@s in
detail, but lack a realistic portrayal of microeoaric decision-making by businesses and consumees stlecting
technologies, and fail to represent potential meopaomic equilibrium feedbacks. Conventional toprd models,

in contrast, address these deficiencies by reptiegermacroeconomic feedbacks in a general equilibri
framework and, where feasible, by estimating patarseof technological change from observationsggregate
market responsiveness to cost changes and nonguitomomous trends. Without technological detailwéver,
these models are unable to help policymakers assmgsfuture market responses and autonomous tneglst
differ from the past as technology-specific regola and new expectations interact with market ntiges over
long time periodsFrustration with this methodological dichotomy hed a growing number of researchers around
the world to explore hybrid modelling approaches ttombine the technological explicitness of botiggnmodels
with the microeconomic realism and macroecononedifiacks of top-down models.

In this paper, we briefly describe the conventidnptdown and bottom-up modelling approaches, had tlescribe
our efforts to produce a hybrid model by addingmyand demand equilibrium feedbacks to a techrioldly rich
and behaviourally realistic model. Section 2 corepathe strengths and weaknesses of the traditimoalel
structures. Section 3 describes the main strearhylofd model development, how we added supply gerdand
equilibrium feedbacks to our hybrid model, and $ignificance of these feedbacks for policy analySisction 4
describes how the model can be used to improveestimation of two parameters critical to top-dowondals’
depiction of technology, the input elasticitiessabstitution and the autonomous energy efficiendgx. Section 5
concludes and provides a brief summary of futuréhodological directions.
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2. The Limitations of Traditional Modeling Approach es

Historically, policy makers have faced the dilemaiachoosing between bottom-up or top-down modelas®ess
policies to influence energy-related technologyicee (Jaccard et al., 2003). Bottom-up analysiglieg frequently
by engineers, physicists and environmental advecatstimates how changes in energy efficiency, figd,
emission control equipment, and infrastructure migfiuence energy use and thus environmental ingpa@hen
their financial costs are converted into presehievaising a social or financial cost-of-capitalodisnt rate (3-12%),
many emerging technologies available for abatingoua emissions appear to be profitable, or jugth#ly more
expensive relative to existing stocks of equipneerd buildings. These models show, therefore, ther@enmental
improvement can be profitable or low cost. Manyrexruists criticize this approach, however, for isswmption
that a singleex anteestimate of financial cost indicates the fe postsocial cost of technological change. New
technologies present greater risks, as do the tgpa¢backs associated with investments like eneffigiency. A
broad literature indicates that revealed discoat#s, which include anticipation of extra cost #aitlire risk, are
20-50% for industrial applications and as high @%8or residential applications (Nyboer, 1997).

The alternative, top-down analysis, usually applgdeconomists, estimates aggregate relationshepselen the
relative costs and market shares of energy and ettamomic inputs, and links these to sectoraltatal economic
output in a broader equilibrium framework. Two Kegrameters generally describe the capacity formaolgical
change in the face of policy in these models: ®iists of substitution (ESUBs) and the autonomeuergy
efficiency index (AEEI). ESUBs indicate the suhgtitbility between any two pairs of aggregate infiatpital,
labour, energy, materials), and between the difteicerms of usable secondary energy (electricitgcpssed natural
gas, gasoline, diesel, methanol, ethanol, hydrogsrheir relative prices change. The higher tipitalafor-energy
and inter-fuel ESUBs, the lower will be the cost paflicies to reduce energy use or greenhouse gais|G
emissions. AEEI indicates the rate at which prit#ependent technological evolution improves energy
productivity, and is a function of technology impesnent and capital stock turnover. The higher ASEthe faster
the economy is becoming more efficient at usingrgndand by implication reducing GHG intensity). ¥h
analyzing any type of policy that involves long rtechnological adjustment, it is critical that bdgpes of
parameters accurately reflect the underlying systgnamics.

We conducted a survey to improve our understandfrigpw ESUBs and AEEI are typically estimated asddiin
climate change policy models. While not comprehenghe survey provides a sample of various appres to
capital-for-energy substitution (Table 1) and AEEhble 2), their parameter values, and how theewstimated.

Table 1 and Table 2 show that most of the paramétegeneral use are guessed using expert judgiased on
estimates from historic data in the case of ESUWBsjsed as tools to calibrate to base-year statisti a growth
forecast in the case of AEEI; data seems to be ravadable for ESUBs than AEEI. ESUBs and AEEI wvebul
preferably be estimated from historical data; tliswever, is a substantial challenge because tiseiaten
insufficient variability in the historical recor@ysufficient disaggregation of data, or the necgsdata are missing
to estimate statistically valid parameters. As aulle most top-down modellers set their ESUBs areEA
judgmentally, based on the best historical datg tae find. Additionally, while parameters basedhistoric data
would usually hold more credence, Griffin (1977pgested that it may be impossible to calculatelding run
capital-for-energy ESUB from past data becausduthee production possibility frontier is constanédjusting in
response to input prices, technological advances, emergy and environment policy (Grubb et al.,200he
emergence of hybrid gasoline-electric vehicles giample, will probably increase the transportatiector's AEEI,
because it allows for improved energy efficiengy] éncrease ESUB, because it will enhance the ¢coasa ability
to choose between capital and energy in respontheitorelative input prices. On a larger scaldjluacently there
was little incentive to design and commercializehtelogies with zero or near-zero GHG emissiondayo such
technologies are under development worldwide. down models are unable to help policy makers asthéss
dynamic. Increasingly concerned with these longit@arameterization problems, some top-down modebee
exploring ways of treating technological change ageshously. However, there has been little sucaedmking
real-world evidence to the estimation of aggregeteameters of technological change in these mddélschel,
2002).



M odel with
samplereferences

Relationship between Capital and Energy Parameter Sources

SGM
MacCracken et al
(1999), Sands
(2002)

MIT-EPPA
Babiker et al
(2001) and
McFarland et al.
(2004)

G-Cubed
McKibben and
Wilcoxen (1999)

AIM
Kurosawa et al.
(1999)

MSMRT
Bernstein et al.
(1999)

McKitrick
(1998)

CASGEM
lowerth et al.
(2000)

AMIGA
Hanson and Laitne
(2004)

Table 1.

Summary of the relationship between capita

For most sectors a non-nested, single level constasticity of substitution (CES) productionA mixture of values
function is used to represent substitution betwesgital, labour, energy and other intermediatom the literature and
inputs. A short-run elasticity of 0.1 is used fdlrsectors except electricity, refining and gagxpert judgment.
distribution, which use 0. A long run elasticity @28 is used for all but electricity, refining,

and gas distribution (0.1), agriculture (0.3), aedvices (0.4). In recent versions the equivalent

of Leontief production functions are used to repngésexplicit generating and producing

technologies in electricity and iron and steel,chhére competed based on lifecycle cost.

For each sector the top-level relationship is a ntied production function between
intermediate inputs and capital, labour and enekgyhe second level it uses a CES production
function with capital and labour nested againstrgné(K:L):E) with an elasticity of 0.5 (0.4
for electricity). Recent versions compete discretectricity technologies using a similar
approach to SGM.

The top-level relationship is a CES with capitabdur and energy and materials sub-nestslost elasticities are
Top-level elasticities range from 0.2556 to 1.7€&mated elasticities in the energy nest rangsstimated from historic
from 0.1372 to 1.14. Estimation of the elasticitfes electricity, refining and transportationdata, with some set
produced nonsensical values that were replacedOagth using expert judgment.

The top-level relationship is a CES between enepgymary factors (capital, labour) andSet  using
intermediate inputso( =0.3). At the second level it uses CES relatigmshihich substitute judgment
capital against labour and electricity againstifds®l energy, which are substituted on "4 3

level.

expert

The top-level relationship is a Leontief productifomction between intermediate inputs and
capital, labour and energy. At the second leved itises a CES capital and labour nested
together against energy ((K:L):E) with an elasyicif 0.25-0.5 depending on the country.

The relationships in this model were set econoretyi, and so are not uniformly structuredMost elasticities are
The top-level relationship is a nested CES, usumallynot always non-energy vs. energy. Norestimated from historic
energy breaks down into various sub-components tkatlly include capital and labour.data, with some set
Manufacturing (0.23), Services (0.09), Mining (2),18tilities (0.15), Refining (0). using expert judgment.

The relationship between energy and the primartofacis indirect; energy is treated as amBased on the Canadian
intermediate good. CASGEM first substitutes priynand intermediate goods (0.2-0.7), an@conometrics literature
then stationary energy and other intermediate g¢@@s1.45), and on the third level non-fueland Natural Resources

intermediate goods and motive fuels (0.1-0.83)wak as splitting stationary energy betweerCanada’s Interfuel
electricity and fossil fuels (0.6-2.25). Substitution Demand
model.

A nested CES production function with vintaged tastock for both energy-related and nonThe parameters sources
energy related capital. For energy-related servicesm 1 to j (in buildings, for example, are from a mixture of
ranging from heating and cooling to lighting andiipgnent), the third level provides a trade-offdetailed technology
between energy-related capital to energy flowsstiities, determined by a comparison otharacterizations,

actual technologies (e.g., an array of naturaloggasectric heating systems, each with differerttistoric  time  series
requirements for capital and energy), range frofrit®0.8. data, and expert
judgment.

| and energy in various models (ESUB)

Griffin (1977) suggested a different method to restie long run ESUBSs; instead of looking to pasadat the
production possibility frontier, he suggested thiaé could instead use a bottom-up model as a ptiodutinction
and subject it to a broad range of input pricese fdsulting input share data could then be utiliaesdpseudo” or
“future-historical” data, which could be subjectedstandard econometric regression techniquesitbah estimate
of long run ESUBs. Jaccard and Bataille (2000) reggbresults from such an exercise using a teclgizddy rich
and behaviourally realistic bottom-up model of ¥&ters of the Canadian economyhe average capital-for-
energy substitution elasticity was estimated toobe of mild substitutability (an Allen partial eleity of 0.24),
with significant sector differences. Inter-fuel #tiaities were generally significantly more elas#n AEEI for the
same 10 sectors was also calculated, with an aweedg of 0.69% per year, by comparing a technoélyi frozen
future to a business-as-usual reference case.

The ESUB and AEEI research described above wasucted with a Canadian version of the ISTUM techgglo
simulation model (Nyboer, 1997); it did not inclufiedbacks for energy prices, cost driven changgsices and

! Jaccard and Bataille (2000) included the followsmgtors: Pulp and Paper, Industrial Minerals, Coraiakand Institutional, Residential,
Iron and Steel, Chemical Products, Other ManufaagiMetal Smelting, Mining and Petroleum Refining.



demand, or more general macroeconomic feedbacksmoann standard top-down models. To test the Hgsis
that the ESUB and AEEI estimates may be sensitithdse feedbacks, we needed to add them to ISTidMeado
the estimates. This direct requirement openedoadar line of inquiry: is it possible to build allfgeneral
equilibrium model starting with a behaviourally lisec bottom-up model?

M odel AEEI (%) Source
SGM Used primarily for Energy efficiency is used to
calibration calibrate against a base case.
MSMRT “
AMIGA .
MIT-EPPA — US Note: AEEI decreases with time as producetsaest the| 1.301 Expert elicitation and literature
technical potential for saving energy. Primaryrggesectors are unaffected.
MIT-EPPA — Other OECD 1.210
MIT-EPPA — China 1.980
MIT-EPPA - India 1.430
MIT-EPPA — Rest of World 1.100
G-Cubed 1 Expert judgment
CASGEM Not applicable
AIM Not applicable
McKitrick (1998) 0.5
Table 2 Treatment of energy productivity over time (AEEI)

3 A New Hybrid Approach to Energy Modeling

While it is impossible for any policy model to benapletely accurate in its representation of curgamditions or
its characterization of future dynamics, the presgisection suggests criteria by which we can judgeability of an
energy-economy model to be more useful to polickers It would be technologically explicit, inclugj an ability
to assess how policies to promote technology comialézation and diffusion might affect the futuiadncial costs
of acquiring new technologies. It would be behaxadly realistic, including an ability to assess hpwalicies to
increase market share might affect the future gitda costs of acquiring new technologies. Finallyyould have
equilibrium feedbacks linking the production coffinal and intermediate input goods and servicetheir supply
and demand, as well as more general macroeconemitbécks, including long term balancing of the gowent
budget and labour and investment market equilibrium

Several modelling teams have explored the develapmihybrid models that endeavour to meet thegeria.
There are two general approaches. The first adtbtechnological explicitness to a top-down coraplet general
equilibrium (CGE) or neo-classical growth mofelThis is usually done by representing explicithtemogies as
Leontief fixed input share production functions ailbcating market share amongst these technolagiesy life-
cycle-cost competitions (e.g., Sands, 2002), oadhyanced mathematical techniques, e.g. by solutican mixed
complementarity problem (B6hringer, 1998). Worktliis area has generally been confined to the grargply
side of the economy, with Sands (2002) also uding the iron and steel sector. The second appriasato add
economic equilibrium feedbacks to a bottom-up mopdeVelopments with the MARKAL optimization modedve
been particularly noteworthy. The original MARKAhtegrated the energy supply chain (Fishbone andbéi
1981), MARKAL-MACRO (Manne and Wene, 1992) introéddca basic growth model and economy-wide
production function, MARKAL-ED (Loulou and Lavigh&996) added demand elasticities for key prodactd, 15-
Region MARKAL (Labriet et al., 2004) integrated MAKRL models for 15 world regions. In terms of belaral
realism, however, linear programming models suchlARKAL suffer from an inherent emphasis on finaalaost
minimization.

Jaccard et al. (1996) suggested using a technalbgiich and behaviourally realistic bottom-up nebihstead of
an optimization model as the foundation for a gahequilibrium model: this project became the egergonomy
model now known as CIMS. We pursued the first teguirements, technological richness and behavioagism,

2 Authors in this area include: Jacobsen, 1998; Kuaps and te Velde, 2001; Morris et al., 2002; Eteal., 2003; Babiker et al., 2001;
McFarland et al., 2004; Hanson and Laitner, 2004; chéfer and Jacoby, 2005.



by building the necessary sector sub-models (Nybt@97; Jaccard et al., 2003) and empirically eatiing key
behavioural parameters for technology competiti(Rsers and Jaccard, 2005; Horne et al. 2005). rigfb
description of the scope and function of these espf CIMS is described below and in Appendix A.

Starting with an initial exogenous forecast of pbgkoutput, CIMS’ sector sub-models track the atioh of all
energy-using capital stocks over a 35 year timézbor including individual technology level accoungt for base
year stock, new purchases, retrofits, and retirem@&then making new purchases and performing res;ofi
consumers and firms make decisions with limitect$aght based on financial and intangible costss&heclude:
financial capital, labour, energy, material and ssiins costs; intangible risk, time preferenceiooptalue costs;
and individual and firm level positive and negatiggternalities. The model also includes two funwdidor
simulating endogenous change in individual techgiels characteristics in response to policy: a idew) capital
cost function to represent economies-of-scale aadning-by-doing, and a declining intangible castction for
new technologies that may be unfamiliar to firmd aonsumers.

Approximately 2800 technologies are competed in €lid hundreds of final and intermediate goods amdlices
competitions. These competitions are organized doyos; the most important final and intermediat@dg and
services are described in Table 3, but there anereds of intermediate end-uses that are also dechpe.g., space
heating and cooling, pumping, compression, convagaasteam, air displacement, etc. Appendix A dlessrthe
technology competition and endogenous technologitahge algorithms in CIMS.

Sector Models Final and intermediate goods and services produced by the sector models*

Commercial / Institutional Refrigeration, cookirrmt water, and plug load

Transportation Freight (marine, road, rail and rail), Personate(inity and urban, which splits into single andhhig
occupancy vehicles, public transit and walking apdling) and off-road

Residential Refrigeration, dishwashers, freezargyes, clothes washers/dryers.

Iron and Steel Slabs, blooms and billets

Pulp and Paper Newsprint, linerboard, uncoatedcaated paper, tissue and market pulp.

Metal Smelting Lead, copper, nickel, titanium, meginm, zinc and aluminium

Chemical Production Chlor-alkali, sodium chlordtgdrogen peroxide, ammonia, methanol, and polymers

Mining Open-pit, underground and potash

Industrial Minerals Cement, lime, glass and bricks

Other Manufacturing Food, tobacco, beverages, rubber, plastics, leateatiles, clothing, wood products, furniture,
printing, machinery, transportation equip., eleetiand electronic equipment

Petroleum Refining Gasoline, diesel, kerosene, thaplaviation fuel, and petroleum coke

Electricity Prod. Electricity

Natural Gas Production Natural gas and naturaligaisls

Coal Mining Lignite, sub-bituminous, bituminous aawthracite coal

Crude Oil Production Light/medium and heavy crudebitumen and synthetic crude oil

* All include space heating and cooling, pumpicgmpression, conveyance, hot water, steam, aitadisment, and motor drive as applicable.
Table 3 CIMS sub-sectors

Technological adjustment through available optidgSUB), over time with new technological developinen
independent of policy (AEEI), or as a consequerfcpoticy (also known as “induced technological chel), is
only part of the economy’s response to energy polcfurther adjustment may occur in the demanddifal and
intermediate goods and services as their relatbstscchange under the influence of policy, leadmgtructural
change in the economy. For example, a rising arsidmestic steel production may lead to a dedjmiompetitive
position for domestic producers relative to foreggoducers in domestic and export markets. A risiogt for using
personal vehicles may lead to a decline in the deinfiar mobility as well as shifts to public transitwalking. The
addition of micro and macro-economic equilibriumedbacks to include these kinds of dynamics in CI®S
described in the next section.

The addition of economic equilibrium feedbackht®€IMS hybrid model

CIMS estimates the effect of a policy by comparnigusiness-as-usual market equilibrium with oneegeted by a
policy. The model operates by iteration of two sagial phases in each five year period, with asynit@nations as
necessary to arrive at a new policy equilibriuneacth period. The scope of a policy can range froetbat affects



a single technology, such as a subsidy to a spdeithnology, to a technology competition, where oright apply
an efficiency standard applying to a single markdtthe way up to an economy-wide carbon tax orssibns
permit trading system.

The first phase, equilibrium of energy supply aeddnd, is described schematically in Figure 1his first phase,
the models representing the final goods and sesvimeducing sectors of the economy are run firke (t
transportation, residential, commercial and indakimodels on the left side of Figure 1). The frand consumers
in these sectors choose capital stocks based orsCQid¢hnological choice algorithms, which minimitbeancial
and intangible expenditure on capital, labour, gnemnd emissions charges based on an initial sigipot prices.
Based on this, the model then calculates the demaddaost of delivery for electricity, refined pggum goods and
primary energy commodities, including any policyeefs (the middle and right side of Figure 1).tH& cost of
producing any of these commodities has changedthyeshold amount (normally 5%) from the businessisual
case, the model is considered to be in disequilibriand is re-run based on prices calculated froen rtbw
production costs. Prices are adjusted using nligitgoof the base case absolute values. The nvadeélerate until
a new equilibrium set of energy prices and demasdsgached, i.e., all prices change by less thanbB¥veen
iterations, which usually occurs within three itevas?

’ Region Z
’ Region Y
Region X
\ Natural Gas
Supply Model
Transport
Model Natural
Electricity ggsmanc Coal
Demand Supply Model
Commercial
Model Electricity %
:> Coal
Model Demant
Crude Oil
Residential T Supply Model
Model - Crude
[—J > Refining f —
Model ai
j Demand|
. Petroleum
Industrial Products
Models Demand
Changed Energy Prices
Figure 1 CIMS’ energy supply and demand flow model

In the second phase, once a new equilibrium senefgy prices has been reached, the model thenlats the
degree to which the costs of producing traded g@odk services have changed; assuming perfectly efitinp
markets, these changes translate directly intepricThese new prices are used to adjust demartdéonationally
traded goods using price elasticities which folline Armington specification, which provides a dechaesponse
that blends domestic and international demandhfese goods. Demand for freight transportation is linked, gsin
cross price elasticity of 0.95, to the combinedueahdded of the industrial sectors, while perstnagsportation is
adjusted using an own-price personal kilometresetesl elasticity (-0.02; Michaelis and Davidson,96p
Residential and commercial floorspace are adjubted sequential substitution of home energy cons$iompys.
other goodsd = 0.5), consumption vs. savings (1.29) and goaddeisure (0.82) in response to the new cost of
service (McKitrick, 1998; lowerth et al., 2000).If demand for any good or service has shifted ntban a
threshold amount, typically 5%, the model is coaséd to be in disequilibrium and re-runs both thergy supply

% An energy trade function, based on Armington petssticities applied to changes in the cost ofipoing energy commodities, can also
be included.

4 CIMS’ Armington elasticities are derived from Wrjto (1999), who estimated them econometricallgtham the 1960-1990 period. If a
policy were to cause a response outside the 1980-@@perience, it may be desirable to set thesti@tes judgmentally.

5 We have also used a method whereby CIMS adjustethdd for residential households and commerciatsjsace using an econometric
relationship between these variables and valuechiddihe traded sector. For various reasonsptieihod was adequate for small policy shocks,
but not for large ones.



and final demand phases using the last set of paoe the new demands. The model continues i iitgruntil
supply and demand for all goods and services camasnew equilibrium, and repeats this convergeroeedure
every five years until the end of the run, which st from 5-35 years.

Figure 2 shows the effect of including progresdenels of macroeconomic structural feedbacks in Elbh the
predicted cost of GHG reductions in Canada ove@-gehar period, starting in 2005. The marginalt @sGHG
abatement in on the vertical axis, and the cormeding levels of GHG reductions on the horizontasax
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—O— Market-clearing energy prices (MCEP)

—— MCEP + energy trade

—O— Market-clearing for final goods & services
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Figure 2 GHG reductions (Mt CO ,e) in Canada after 10 years of GHG pricing ($ Cdn.)

The “Constant energy prices” scenario, where eactosis run independently with no goods or sewigekages
between them, is an example of the common pradtfiGector specific analyses that assume constahtpfices
under business as usual and policy; a $150 peet@te charge generates 140 Mt of GHG emissions redictio
When feedbacks for “Market clearing energy pricasg included, demands for all fuels are forcedaiamce with
supply at the prevailing cost of production; inextkwords, the supply sectors are forced to pro@dsamuch energy
as demanded, and charge the consumer the requikite Because of this, the marginal GHG abaternente is
shifted up in relation to the constant energy picase; a $150 per tonne price generates 124 Madirctions, 16
Mt less than the constant energy prices case.

Including energy trade has a significant effect@dG emissions. At the $150 per tonne GHG pricaicgdns
increase to 173 Mt. Canada’s exports of naturalagescrude oil to the United States produce sigguifi domestic
GHG emissions. Key amongst these are combustioss@ns from producing bitumen and synthetic cruile o
venting emissions from heavy crude oil productieakage from natural gas pipelines, and combusiaissions
from natural gas pipeline compressors. Export dehfannatural gas and crude oil is somewhat elggtimington
own price elasticities of -0.67 and -0.92 respetyivepresent responsiveness over a broad rangeiaas) and
application of GHG pricing to the production andnsmission of natural gas and crude oil incredseis tost,
reduces their demand, and thus reduces their assd@missions.

Introducing market clearing for final goods andveses increases GHG emissions reductions at alepribecause
the increased cost of production associated witharacosts raises prices and reduces final denthnd,reducing

overall emissions. At $150 per tonne price, GHQuotidns increase to 230 Mt. The sectors that arst mffected

are the industrial minerals and chemicals sectooth) of which produce significant process emissiod®mand

reductions in this analysis were limited to 50%nitial demand: industrial minerals declines tcstlavel by $50 per
tonne CQe and chemicals by $75 per tonne €0OMost other sectors do not significantly reducepati{defined as
more than 3-5%) until the GHG price is well abo® $er tonne Ce.

® In the current version of CIMS Canada is treated amall, open and highly traded economy (e.gKitvick, 1998; lowerth et al., 2000).
The domestic interest rate is effectively exogermmii is assumed to be determined by the US miatee and foreign savings are assumed to be
available elastically; the foreign sector autonadljcclears any surplus or deficit in the domestwings market. The wage rate is also currently
exogenous. In ongoing work, we are adding to CiMBousehold and a sector to represent the econltymimmportant sectors that use little
energy. Once these projects towards a more geegudllbrium are complete, we will be able to optiemthe discounted utility of household
consumption as the fundamental driver in the madd#{,the supply of capital to the domestic savimgte, equilibrate the labour market and
wage rate, and endogenize overall growth.

7 Limits on output changes were included judgmentallrepresent the feasible range for which the -price elasticities could be relied
upon without more elaborate structural feedbacks.



In summary, macroeconomic structural change andaddnfeedbacks have little effect on GHG emissions
reductions under small carbon charges for mosbegcand by analogy on energy policies that caudg small
changes in energy prices, but become increasiimghyficant with the strength of policy.

4. Generating Long Run ESUB and AEEI Values for
Top-down Models

We calculated capital-for-energy and inter-fuekgtities using CIMS by running simulations unddrraad range
of energy and capital prices and under three diffeequilibrium conditions, and used the resultegtimate input
substitution elasticities. The price for each inpuats adjusted by -50%, -25%, +25%, +50%, +75%, fanadach
range of prices we ran three different simulationditions: no economic equilibrium feedbacks, gis¢rgy supply
and demand feedbacks, and full goods and serviggsysand demand feedbacks. 35 year simulations we to
capture the long run turnover of the capital stotke simulation shares of the inputs as a proportib total

production costs were used as data in a transloduption function; see Appendix B for a descriptiainthis

regression process. This process, under full feddisanditions, generated a long run capital-forrgneESUB

value for Canada of 0.26 and inter-fuel ESUB valtegying mostly from 0.95 to 2.0. The sector valdéfered

widely, suggesting that future structural changesnvben sectors’ shares of total production couldnge the
overall Canadian capital for energy ESUB. Detailesults for the capital-for-energy ESUB are presegrnih Table
4.

Sector / Regions Capital (K) for (E)nergy ESUB
All goods and services Energy supply and No feedbacks
feedbacks demand feedbacks

Canada 0.26 0.10 0.21

Energy Demand Sectors

Residential 0.30 0.28 0.36

Commercial & Institutional 0.27 0.20 0.21

Transportation 0.31 0.02 0.24

Industry Total 0.13 0.10 0.09
Chemical Products 0.04 0.03 0.03
Industrial Minerals 0.33 0.26 0.38
Iron and Steel 0.12 0.01 0.01
Metal Smelting 0.02 0.03 0.06
Mining 0.18 0.14 0.15
Other Manufacturing 0.03 0.04 0.05
Pulp and Paper 0.32 0.24 0.17

Energy Supply Sectors
Crude Oil Extraction -0.07 -0.09 -0.07
Electricity 0.33 0.31 0.20
Coal Mining 0.39 0.38 0.39
Petroleum Refining -0.09 -0.11 -0.15
NG Extraction -0.26 -0.29 -0.28

Table 4 Long run Allen partial capital-for-energy substitution elasticities by sector

Table 4 shows that the capital-for-energy ESUBneasties for many of the sectors are sensitive tdartlesion of
equilibrium feedbacks: Canada overall rises fro@1Go 0.26 with full feedbacks, the residentialteefalls from



0.36 to 0.3; the commercial and institutional sedtses from 0.21 to 0.27; transportation, whiclmsames half the
energy in Canada by value, rises from 0.24 to (e8dl, industry as a whole rises from 0.09 to 0.18 @&lectricity
sector rises from 0.2 to 0.33, while the rest ef¢éhergy supply sectors are relatively unaffected.

The individual capital-for-energy ESUBs for each electricity, oil products, natural gas and coaliec
considerably. The aggregate capital-for-electrieityimate with full feedbacks was 0.32, capitakfatural gas -
0.05, capital-for-oil products 0.13, and capita-f@al 0.09. These estimates indicate most of thtergial for
capital-for-energy substitution, a partial proxy émergy efficiency, is between capital and eleityr?

The aggregate inter-fuel substitution elasticityinrates from CIMS, with the exception of electnefor-coal
(0.01), ranged from 0.95 to 1.91. Electricity-fatproducts was 1.73, electricity-for-natural da91, oil products-
for-natural gas 1.27, natural gas-for-coal 0.9%| emal-for-oil products 1.29.

AEEIs were calculated by comparing two simulati@fisCIMS, one in which economic structure and the i
technologies were held constant at their year 26fles, while in the other technological and stmatt
development proceeded normally. The differenceniergy use between the two futures in 2035 was tisenl to
calculate the yearly increase in autonomous eneffggiency (Equation 1).

AEEI = 10{('9%J/ ] 1 6\

AEEI is the autonomous change in energy efficiency &y TF is energy consumption in the (T)echnically
(F)rozen universeBAU is energy consumption in the (B)usiness (A)s (ld)awniverse, anch is the number of
compounding periods, which was 35 years. This m®cander full feedback conditions, generated aiflA&
0.57% per year for Canada and sector AEEIs ranfgorg -2.07 to 1.53 %, with the majority in the rangf 0.15-
0.85%. This compares to 0.25-0.5% for top-dowmestes in the literature, and 0.75-1.5% for bottqmestimates.
Detailed results are presented in Table 5.

The AEEI estimates for many of the sectors areitemgo the inclusion of equilibrium feedbacks: r@aa in

aggregate rises from 0.53 to 0.57 with full feedsathe residential sector rises from 0.19 to O0th6;commercial
and institutional sector rises from 0.82 to 1.58nsportation rises from 0.32 to 0.53, and induata whole rises
from 0.16 to 0.27. The electricity sector riseanfre0.27 to -1.09 and petroleum refining rises frorg4 to 0.46,

while the rest of the energy supply sectors asiuely unaffected by feedback levels.

The commercial and institutional sector AEEI estignia significantly higher than that for the otlserctors, which
perhaps reflects a potential for efficiency ince=aas older, less efficient stock is replaced. €roitl extraction’s
decrease in efficiency (-2.07%) reflects businessisual structural change in the Canadian crudgroiluction
industry over the next generation; conventionalpsdduction is declining at the same time as enéntgnse oll
sands production is increasing. Electricity prothres decrease in efficiency is also reflectivestluctural change;
while a large majority of existing equipment is hyelectric or nuclear, most new capacity is usasifduels in the
simulations.

The ESUB and AEEI estimates generally confirm tidgmentally estimated values used in top-down nspaéth
a couple of important caveats. A single productionction with one capital-for-energy substitutiefasticity
representing the entire production side of the emonis not sufficient to capture the full breadth pmssible
responses to energy policy; top-down models musbrporate sufficient sector and sub-sector teclyicéd
disaggregation to capture the full potential foelfawitching and energy efficiency improvements.siAgle AEEI
for the entire economy is also insufficient; thg@gate AEEI will shift with the shares of sectofdotal economic
activity, and a model’s level of disaggregation traes sufficient to reflect this.

8 Energy efficiency can, in general, can be incrédseeither substituting capital for energy, e guling compact fluorescent light bulbs in
place of incandescent ones, or by more directlyyapp primary energy to an end-use, e.g. by usiairal gas directly for space heating instead
of using it to make electricity for space heatingposes.



Sector / Regions AEEI| % / year

All goodsand services Energy supply and No feedbacks
feedbacks demand feedbacks
Canada (Energy Demand - analogous to that used in 0.57 0.38 0.53
macro models)
Canada (Energy Supply) -0.73 -0.34 -0.37
Canada (Demand and Energy Supply) 0.16 0.13 0.22
Energy Demand Sectors
Residential 0.46 0.31 0.19
Commercial & Institutional 1.59 0.85 0.82
Transportation 0.53 0.18 0.32
Industry Total 0.27 0.16 0.16
Chemical Products 0.33 0.20 0.20
Industrial Minerals 0.84 0.17 0.17
Iron and Steel 0.15 0.06 0.06
Metal Smelting 0.52 0.39 0.39
Mining 0.37 0.35 0.35
Other Manufacturing 0.17 0.15 0.15
Pulp and Paper 0.16 0.01 0.01
Energy Supply Sectors
Crude Oil Extraction -2.07 -2.07 -2.07
Electricity -1.09 -0.21 -0.27
Coal Mining 0.65 0.65 0.65
Petroleum Refining 0.46 0.33 0.34
NG Extraction 0.22 0.20 0.20

Table5 : Long run AEEI results by sector

5. Conclusions

The conventional top-down and bottom-up energy-enpnmodels offered to policy makers are deficienterms
of at least one of technological explicitness, léhaal realism or completeness of equilibrium feacks.
Awareness of this limitation has motivated the readrive to design and apply hybrid models that loiv@a these
features. CIMS is a hybrid model that incorporgemyress along all three dimensions, and this padg@onstrates
the utility of the model for direct analysis of ks that combine top-down and bottom-up requirgisieand for
improving the parameterization of CGE models forgderm analysis.

Analysis of CIMS’ equilibrium feedbacks indicatégetimportance of technological adjustment to GH@ipg at
all tax levels, but also the increasing importan€enacroeconomic structural adjustment with incirggaprice.
CIMS may also be used to help improve the key Itaxgn ESUB and AEEI technology parameters used fp to
down models. Based on the underlying structuredatd in the Canadian CIMS model, we estimated anauy-
wide long run (35 year) capital-for-energy ESUB 26, and AEEI of 0.57%. Estimates for both parnanse
showed a wide variance in individual sector valuedijcating that top-down models should have aisieffitly
disaggregated production structure to reflectdeigtoral heterogeneity.

The CIMS model continues to be actively develogadluding its application to other jurisdictions.ge CIMS
China, CIMS North America), the inclusion of newetiaologies to model conversion of fossil fuels iatectricity,
hydrogen and petrochemical feed-stocks while usimpon capture and storage technologies, and ttiécad of
features necessary to make CIMS into a more comglteral equilibrium model.



Appendix A: Simulation of Capital Stock Turnover, P arameter
Estimation and Endogenous Technological Change in C IMS.

CIMS simulates the competition of technologiesaatteenergy service node in the economy based omparison
of the technologies’ life-cycle-costs (LCCs) andngotechnology-specific controls, such as a maxinmanket
share limit in the cases where a technology’s magkare is constrained by physical, technical gulsory means.
CIMS applies a definition of LCC that includes imggble costs that reflect consumer and businedengmrces and
the implicit discount rates revealed by real-wdddhnology acquisition behaviour. Equation 2 pnes@ow CIMS
determines technology market shares for new cagibaks.

{co*r+ocj+Ecj+ij}
MS, =

P-aen™ )
] K , -v
> 4| CcC *————+0C, +EC, +i,
= 1-(@+r)™"

MS is the market share of technologyCG is its capital costDG is its maintenance and operation cost (labour),
EG is its energy cost, which depends on energy pracesenergy consumption per unit of energy semwidput —
producing a tonne of steel, heating 4 af a residence, transporting a person one kiloenéfher parameter
represents the weighted average time preferencie@sion makers for a given energy service demérnd;the
same for all technologies at a given energy sermicde, but can differ between nodes according tpircal
evidence. Thd; parameter represents all intangible costs andfit@rtbat consumers and businesses perceive,
additional to the simple financial cost values usedost bottom-up analyses, for technolggs compared to all
other technologiek at a given energy service nodgis the lifetime of the technology in question.

Thev parameter represents the heterogeneity in theahavkereby different consumers and businessegierpe
different LCCs. It determines the shape of the isggower function that allocates market sharedbriologyj. A
high value ofv means that the technology with the lowest LCC wagst almost the entire new market share. A low
value forv means that the market shares of new equipmerdistributed fairly evenly, even if their LCCs diffe
significantly. A traditional linear programming @piization model would have = «, equivalent to a step function
where the cheapest technology captures 100% oh#rket (Jaccard et al., 2003).

Technical and market literature provide the coneera bottom-up data on the costs and energy efiigy of new
technologies. Because there are few detailed ssreéyhe annual energy consumption of the individiapital
stocks tracked by the model (especially smalletsjinthese must be estimated from surveys at diftelevels of
technological detail and by calibrating the modsltwulated energy consumption to real-world agge=gata for a
base year. The goal is to ensure that the enemgioailated by the model is within 5% of real-woeltergy use at
whatever level of disaggregation these data aritede.

Estimation of behavioural parameters is more corapdid. In previous applications of CIMS, the thiexy
behavioural parametersi;-r andv — were estimated through a combination of litexatteview, judgment, and
meta-analysis. However, the available literatureailg provides only separate estimates for theetlparameters,
often using the discount rate to account for sdviretors, such as time preference and risk aversionew
technologies. This creates problems for predictivgcosts and effects of policies that focus oy one of these
factors. More recent estimation of these three Wiehaal parameters involves the use of discretecehsurveys for
estimating models whose parameters can be trarspusethei, r andv parameters in CIMS (Rivers and Jaccard,
2005; Horne et al., 2005). In general, industry andrgy supply sectors have lower discount rategerl and in
some cases zero intangible values, and less mhbgtetogeneity compared to household energy consompt
personal transportation and some commercial enesgy.

CIMS includes two functions for simulating endogescchange in individual technologies’ charactessstin
response to policy: a declining capital cost fumttand a declining intangible cost function. Theliténg capital
cost function links a technology’s financial casffuture periods to its cumulative production, eeflng economies-
of-learning and scale (Equation 3).
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In this algorithm,C(t) is the financial cost of a technologyat timet, N(t) is the cumulative production of a
technology at time, andPR is the progress ratio, defined as the percentadaction in cost associated with a
doubling in cumulative production of a technologesearchers have found empirical evidence of giaionship,
with PR values typically ranging from 75% to 95% dependimgthe maturity of the technology and any special
characteristics such as scale, modularity, thermahyc limits, and special material requirements Ddoald and
Schrattenholzer, 2001).

The declining intangible costinction links the intangible costs of a technoldgya given period with its market
share in the previous period, reflecting improvedilability of information and decreased percepgiaf risk as
new technologies become more broadly adopted. dittra to a new technology can increase as its meastare
increases and information about its performanceofoes more available. The parameters of this functice
currently estimated from literature review, butaies of discrete choice surveys are underway tionate how
changes in key attributes, such range and fuellabiify for alternatively fuelled vehicles, migtaffect their
evolution over time. Intangible costs for techmpylg decline according to Equation 4, whér€) is the intangible
cost of a technology at tinte MS_; is the market share of the technology at tirde andA andk are estimated
parameters reflecting the rate of decline of tharigible cost in response to increases in the rmatkare of the
technology.

ij(t):¢ 4)

1+ A9
Appendix B: Estimation of ESUBs from CIMS inputretdata
Equation 5 describes the production function usee$timating ESUBS;
g=f(K,E,N,O,C) (5)

whereq is output,K, E, N, OandC are expenditure for each of capital, electricitgtural gas, refined petroleum
products, and coal. While labour was not includadatly in the estimation, partly because it woirttoduce co
linearity with capital, labour costs directly infince the technology competitions in CIMS through diperations
and maintenance variable (Appendix A), and thuseiienated substitution elasticities.

We used the transcendental logarithmic productiorction (Equation 6) to regress the pseudo datausecit is a
highly general functional form that places no aoprirestrictions on the Allen elasticities of suhgton
(Christensen et al. 1973: Berndt and Wood 1975);

Ing=a,+Y a,Inx +05Y.> B, Inx Inx, (6)
i=1 i=1 j=1

whereq is output, thex's andp’s are parameters to be estimatgd,.n are the inputsK,E,N,0,G. Bilateral
symmetry of substitution between inpuf$ € 5) is imposed.

Logarithmic differentiation in the translog and &pgtion of Sheppard's Lemma produces the follonseg of cost
share equations that can then be directly estimagetdsystem, with symmetry restrictiof £ 4) (Equation 7).

9 The cost of labor is represented in CIMS as aguetage of capital cost for individual technologigss therefore am priori Leontief style
complement to machinery and buildings.



Sy = ak B IN(P) + BeeIN(Pe) + v IN(Py) + Beo IN(Pe) + Bee In(Po) (7
Sie)= & +6ke In(P«) + BeeIn(Pe) + GenIn(Py) + Beoln(Pc) + BecIn(Po)
Sty = an +B IN(Pe) + BenIn(Pe) + BinIn(Py) + BuoIn(Pe) + Buc In(Po)
S0)= o+ Bro IN(Pk) + BeolN(Pe) + BuoIN(Pn) + ooInN(Pe) + LocIn(Po)
Siey= ac +fxc IN(P«) + BecIn(Pe) + BucIn(Py) + focIn(Pe) + LecIn(Po)
Each of % en0,c)are the input cost shares of each input, eachk@f\c)are the input prices, each®k g no cyare

base estimated cost shares, andstheare estimated coefficients that relate the [bthe price of capital and each
energy type to the cost share of the relevant inpoinogeneity of degree 1 in input prices is erddrc

Following the norm in the literature for compar#bil Allen partial elasticities of substitution wecalculated for
the translog function. Allen partial elasticitiespresent the input elasticities of substitutioruatdjd for cost share,
and as such allow comparison between inputs wiferéint cost shares. Equation 8 and 9 providddhaulas for
the own and cross price elasticities of demandgusite cost sharesS() and estimated coefficientg;§ from
Equation 7.

Cross Price Elasticity of Demand

o, _B +ss i,j =1, ..., nbutd 8)
ij = SSI
Own-price Elasticity of Demand

ﬂn+322‘3 i=1,...,n 9)

0i ==
S
Application of these estimates to other models neayire consideration of the other model’'s nesstrgcture and
input cost shares; thieparameters estimates are available from the author
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